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Session summary:  

This presentation will cover how educational developers at Xi’an Jiaotong-Liverpool 

University and University of Liverpool responded to ChatGPT disruption. The focus will be on 

academic integrity of UK and Chinese students, the potential for assistive AI technology to 

improve accessibility, equity, and inclusion, and the use of generative AI to facilitate 

research-led learning and assessment. Lastly, the presentation will discuss Students as 

Partners approaches to reframe academic integrity and offer policy and process 

recommendations. 

Session outline:  

This presentation will focus on the joint and separate efforts of educational developers at 

Xi’an Jiaotong-Liverpool University and University of Liverpool to provide a picture of the 

contextual challenges we faced in responding to ChatGPT disruption. 

We will begin by giving a picture of academic integrity of UK and Chinese students, both in 

terms of practice and understanding. (Gow, 2014) Then we will discuss ChatGPT and other 

AIs in terms of the potential for improving accessibility, equity and inclusion in education. 

Through the integration of assistive AI technology, educators may become better equipped 

to support students protected under equality legislation, first-generation students, students 

from lower socio-economic backgrounds, students who have been in the care system, 

student caregivers, and international students. (Dieterle et. al., 2022) 

We will consider how generative AI can be used to facilitate research-led and authentic 

learning and assessment, or if this is just a displacement of the primary issue of authorship. 

(Bearman et. al., 2022; Lin, 2022) 

Finally, we will discuss Students as Partners (e.g. Healey & Healey, 2019) approaches that 

we have used to reframe understandings of academic integrity in light of the speed and 

power of generative AI as learning activities as well as policy and process recommendations 

we have made to our respective universities; for example, we have asked a class of students 

on an MA Digital education programme to rewrite the academic integrity declaration that 

prefaces submission of coursework and then use the document this semester. 
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